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Abstract
• Friedl Lück

‣read through 

Friedl Lück  • Yi Liu:

1. Introduction

‣ 𝐿2-Alexander Torsion

– 𝜏 (2) : Addmissible Triple → ℝ>0→ℝ≥0
≛

𝜏 (2)(𝑁, 𝜑, 𝛾)(𝑡) =???
• 𝑓 ≛ 𝑔 ⇔ ∃𝑟 ∈ ℝ∀𝑡 ∈ ℝ>0 : 𝑓(𝑡) = 𝑡𝑟𝑔(𝑡)
• “getwistete” variante der full 𝐿2-Alexander Torsion

– 𝑁  : 3-Mannifold

• needed: (empty-/incompressible toral-) boundary

• in [1]: prime

– Addmissible Triple ≔ (
𝑁,

𝜑 : 𝐻1(𝑁, 𝜕𝑁; ℝ) =
[1]

𝜋1(𝑁) →
Grp

ℝ,

𝛾 : 𝜋1(𝑁) →
Grp

𝐺,

ℎ1 : Prop = (∃𝜑̃ : 𝜋1(𝑁) →
𝛾

Grp
𝐺 →

𝜑̃

Grp
ℝ = 𝜋1(𝑁) →

𝜑

Grp
ℝ)

‣ full 𝐿2-Alexander Torsion with respect to 𝜑
– 𝜏 (2)(𝑁, 𝜑)(𝑡)



– if 𝛾 = id𝜋1(𝑁)
‣ Zu zeigen:

– 𝜏 (2)(𝑁, 𝜑)(𝑡)
• continuous

• positive

• asymptotically monomial in both ends

‣ 𝑓 : ℝ>0 → [0, +∞)

∃𝐶+∞, 𝑑+∞ ∈ ℕ : lim𝑡→+∞
𝑓(𝑡)

𝑡𝑑+∞ = 𝐶+∞ monomial in the limit 𝑡 → +∞

∃𝐶0+, 𝑑0+ ∈ ℕ : lim𝑡→0+
𝑓(𝑡)
𝑡𝑑0+ = 𝐶0+ monomial in the limit 𝑡 → 0 +  [1]

– deg 𝜏 (2)(𝑁, 𝜑)(𝑡) is Thurston norm of 𝜑 
Definition of 

deg?  
• dega(𝑓) = 𝑑+∞ − 𝑑0+

‣ examples:

– 𝑡2

𝑡−1 ↦
dega

2 − 1 = 0
‣ 𝑒−𝑡

𝑡𝑝 ↦
dega

0 − (−𝑝)⏟

lim𝑡→0+

∑∞
𝑛=0

(−𝑡)𝑛
𝑛!

𝑡𝑝

𝑡𝑑0+

= 𝑝

‣ 𝜏 (2)(𝑁, 𝜑, 𝛾 : 𝜋1(𝑁) → 𝐺)(𝑡)
– continuous

– positive (if 𝐺 residually finite & (𝑁, 𝛾) weakly acyclic)

– d̃eg⏟
generalized

degree

𝜏 (2)(𝑁, 𝜑, 𝛾 : 𝜋1(𝑁) → 𝐺)(𝑡) bounded by Thurston norm of 𝜑

• degb+∞(𝑓) = inf{𝐷+∞ ∈ ℝ : lim𝑡→+∞
𝑓(𝑡)

𝑡𝐷+∞ = 0}
• degb0+(𝑓) = sup{𝐷0+ ∈ ℝ : lim𝑡→0+

𝑓(𝑡)
𝑡𝐷0+ = 0}

• degb(𝑓) = degb+∞(𝑓) − degb0+(𝑓) growth bound degree1

Chapters (Liu)
1. Introduction

2. Preliminaries

3. Regular Fugledge-Kadison determinant

4. Multiplicatively convex functions

5. Multiplicative convexity and exponent bound

6. Continuity of degree

7. asymptotics for integral matrices

8. 𝐿2-Alexander torsion of 3-manifolds

9. examples

Chapters (Masters thesis)
1. torsion invariants

1. Alexander polynomial (Knots)

2. Reidemeister torsion 𝜌(𝑋) /
Unterschied?  

 Alexander torsion 𝜏(𝐾)
3. 𝐿2-Torsion invariants

1. twisting (see: full ⇝ 𝐿2-Alexander Torsion)

2. thurston norm

3. connection

1. asymptotic degree

1Definition 1.3 aus Yi Liu



Reidemeister torsion

Definition the determinant is defined as::

• 𝐴 a free 𝑅-module of rank 𝑛
• 𝑇 : 𝐴 →

𝑅-mod
𝐴

‣ ⇝

⋀
𝑛

𝑇 : ⋀
𝑛

𝐴 →
𝑅-mod

⋀
𝑛

𝐴

det : {𝑛 : ℕ} → {𝐴 : 𝑅-mod} → {rank 𝐴 = 𝑛} →

(𝐴 →
𝑅-mod

𝐴) →
𝑅-mod

𝑅

det(𝑇 ) = 𝑟

where ∀𝑣1, …, 𝑣𝑛 ∈ 𝐴 : (⋀
𝑛

𝑇)(𝑣1 ∧ … ∧ 𝑣𝑛) = 𝑟 ⋅ (𝑣1 ∧ … ∧ 𝑣𝑛)

Definition Chain complexes are defined as::

(𝐶∗, 𝜕∗) : Chain𝑅-mod

⋯ ⟵
𝜕−2

𝐶−2 ⟵
𝜕−1

𝐶−1 ⟵
𝜕0

𝐶0 ⟵
𝜕1

𝐶1 ⟵
𝜕2

𝐶2 ⟵
𝜕3

⋯
∀𝑖 ∈ ℤ : 𝜕𝑖+1 ∘ 𝜕𝑖 = 0

The requirement 𝜕𝑖+1 ∘ 𝜕𝑖 = 0 makes writing the chain complex in the following way “obvious”: 

𝜕−2

0

𝜕0

0

𝜕2

0

𝜕4

0

𝜕−1

0

𝜕1

0

𝜕3

0 0

… 𝐶−2 𝐶0 𝐶2 …

… 𝐶−1 𝐶1 𝐶3 …

Definition We define the Reidemeister-Torsion as::

• 𝐶∗ : Chain𝑅-mod
‣ ∀𝑖 : 𝐶𝑖 is a free 𝑅-module of finite rank 𝑛𝑖

• 𝐶𝑖 = 0 for almost all 𝑖 ∈ ℤ
• 𝐶∗ contractible

𝜌 : {∀𝑖 : rank 𝐶𝑖 < ∞} → (𝐶∗ : Chain𝑅-mod) → 𝑅
𝜌

Beer coaster trick

For intuition we will think of each chain module as a beer coaster. We will lay them next to each 

other as in the picture below:



The even ones are on the bottom, and the odd ones on the top. How much the coasters overlap 

corresponds to how much the differentials transport from one module onto the next.

⟶𝜕 0

⟶ 𝜕
1

⟶𝜕 2

⟶ 𝜕
3

⟶𝜕 4

⟶ 𝜕
5

Defintion

• 𝐺 ∈ Grp
• finite ℤ𝐺 chain complex 

ok to 

assume start 

at 0?  
 𝐶0(𝐾̃; 𝑉 ) ⟵

𝜕1
⋯ ⟵

𝜕𝑚
𝐶𝑚(𝐾̃; 𝑉 )

‣ 𝐶∗(𝐾̃; 𝑉 ) = 𝑉 ⊗ℤ𝐺 𝐶∗(𝐾̃)
– 𝑉 ≅ ℝ𝑛 with representation 𝜌 : ℤ𝐺 ↷ 𝑉  

please 

provide 

some 

examples  

•

𝜕2 𝜕4
𝜕1 𝜕3

𝐶2•(𝐾̃; 𝑉 ) ≔ 𝐶0(𝐾̃; 𝑉 ) ⊕ 𝐶2(𝐾̃; 𝑉 ) ⊕ 𝐶4(𝐾̃; 𝑉 ) …

𝐶2•+1(𝐾̃; 𝑉 ) ≔ 𝐶1(𝐾̃; 𝑉 ) ⊕ 𝐶3(𝐾̃; 𝑉 ) ⊕ …

there is an isormorphism between 𝐶2•+1 and 𝐶2•, if the chain is acyclic, meaning each homology 

group is 0, or equivalently the coasters overlap completely

make this 

align, each 

line must be 

of varying 

sizes  

Definition2

• 𝐾 compact CW-complex

‣ 𝜒(𝐾) = 0
‣ 𝑛 ∈ ℕ 

beliebig?  ‣ 𝜌 : 𝜋1𝐾 →
Grp

SL𝑛(ℂ) representation

• 𝐾̃ universal cover

‣ 𝜋1𝐾 ↷ 𝐾̃ deck transform

‣ 𝐶∗(𝐾̃; ℤ) singular chain complex

twisted chain complex:

𝐶∗(𝐾̃; 𝜌) ≔ 𝐶∗(𝐾̃; ℤ) ⊗𝜌 ℂ𝑛

=
𝐶∗(𝐾̃; ℤ) ⊗ℤ ℂ𝑛

𝑣⏟
𝐶∗(𝐾̃;ℤ)

⊗ 𝜆−1⏟
𝜋1𝐾

𝑤⏟
ℂ𝑛

= 𝜌(𝜆)𝑣 ⊗ 𝑤

ergibt doch 
keinen 
Sinn, dass 
𝜆−1⏟
𝜋1𝐾

𝑤⏟
ℂ𝑛

, 

weil das ja 
nicht in ℂ𝑛 
ist?  

=
𝐶∗(𝐾̃; ℤ) ⊗ℤ ℂ𝑛

𝜆−1𝑣 ⊗ 𝑤 = 𝑣 ⊗ 𝜌(𝜆)𝑤ich 
vermute, 
dass es so 
sein sollte?  

But where does 𝜆−1 live in? Or: what is 𝐶∗(𝐾̃; ℤ)? Apparently 𝜆−1 ∈ 𝜋1(𝐾), but why?

2https://de.wikipedia.org/wiki/Reidemeister-Torsion#Konstruktion

https://de.wikipedia.org/wiki/Reidemeister-Torsion#Konstruktion


𝐶∗(𝐾; ℤ) = 𝐶0(𝐾; ℤ)⏟

ℤ(0 0 0)⊕ℤ(1 0 0)⊕ℤ(0 1 0)

⟵
𝜕1

𝐶1(𝐾; ℤ)⏟

ℤ(0
1

0
0

0
0)⊕ℤ(0

0
0
1

0
0)⊕ℤ(1

0
0
1

0
0)

⟵
𝜕2

𝐶2(𝐾; ℤ)⏟

ℤ(
0
1
0

0
0
1

0
0
0
)

⟵
𝜕3

⋯

For 𝐾̃ , we would have #𝐶𝑖(𝐾̃; ℤ) = ∞ for most 𝑖.

𝑥̃0ℤ 𝑥̃1ℤ
𝑥̃0ℤ 𝑥̃1ℤ

𝑥̃2ℤ

𝑥̃0ℤ 𝑥̃1ℤ
𝑥̃2ℤ
𝑥̃3ℤ

𝑥̃0ℤ 𝑥̃1ℤ
𝑥̃2ℤ
𝑥̃3ℤ
𝑥̃4ℤ

𝑥̃0ℤ

𝑥̃1ℤ
𝑥̃2ℤ
𝑥̃3ℤ
𝑥̃4ℤ
𝑥̃5ℤ

𝑥̃0ℤ

 … 

𝑥̃0ℤ
𝑥̃1ℤ
𝑥̃2ℤ
𝑥̃3ℤ
𝑥̃4ℤ
𝑥̃5ℤ

𝑥̃−1ℤ

This makes3 𝐶0(𝐾̃; ℤ)⏟
≅ℤ𝜋1𝐾

⟵
𝜕1

𝐶1(𝐾̃; ℤ)⏟
≅ℤ𝜋1𝐾

⟵
𝜕2

0

3https://en.wikipedia.org/wiki/Exponential_object

https://en.wikipedia.org/wiki/Exponential_object


Twisted tensor products

We have:

𝐶(2)
∗ (𝑋̃; 𝜅) : Chain

wie besser 
aufschreiben? (Hilbert-ModFinGen)

𝐶(2)
∗ (𝑋̃; 𝜅) ≔ ℓ2𝜋

⊗𝜅(𝜑,𝑡)?  
⊗𝜅(𝜑,𝑡) 𝐶∗(𝑋̃)

We need

⊗ : Hilbert-ModFinGen

→ ({𝜋 →
Grp

ℝ} → ℝ>0 → {ℤ𝜋 →
Ring

ℝ𝜋})

→ Hilbert-ModFinGen

→ Hilbert-ModFinGen

for 𝜅(𝜑, 𝛾, 𝑡)(𝑔) or

⊗ : Hilbert-ModFinGen

→ ({𝜋 →
Grp

ℝ} → {𝜋 →
Grp

𝐺} → ℝ>0 → {ℤ𝜋 →
Ring

ℝ𝜋})

→ Hilbert-ModFinGen

→ Hilbert-ModFinGen

for 𝜅(𝜑, 𝑡)(𝑔). Because from context we are provided with 𝜑, 𝛾 and 𝑡 we need

⊗ : Hilbert-ModFinGen

→ {ℤ𝜋 →
Ring

ℝ𝜋}

→ Hilbert-ModFinGen

→ Hilbert-ModFinGen

and from this, we have4:

⊗(⋅) : (mod-𝑅) → (𝐿 →
Ring

𝑅) → (𝐿-mod) →
Ab

Ab

𝐴 ⊗𝜅 𝐵 = 𝐴 ⊗ 𝐵
𝑣 ⊗ 𝜆−1𝑤 = 𝜅(𝜆)𝑣 ⊗ 𝑤

the “twisted tensor” product.

actually 𝜌 : 𝜋1𝐾 → SL𝑛(ℂ) in the article5 
fix this in 

my 

definition!  

4https://de.wikipedia.org/wiki/Reidemeister-Torsion#Konstruktion

5https://de.wikipedia.org/wiki/Reidemeister-Torsion#Konstruktion
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Mainly used in Reidemeister-Torsion for chain-complexes:

𝐶∗(𝑁, 𝜅) ≔ 𝐶∗(𝑁̃, ℤ) ⊗𝜅 ℂ𝑛

with

⊗ : (𝐶∗(𝑁̃, ℤ) : mod-ℤ)

→ (ℂ →
ℤ-mod

𝐶∗(𝑁̃, ℤ))

→ (ℂ : ℤ-mod)
→

ℤ-mod
ℤ-mod

𝑣 ⊗𝜅 𝜆−1𝑤 = 𝜅(𝜆)𝑣 ⊗ 𝑤

Example:

ℝ3 ⊗𝜌 (ℝ∗)3

𝜌((𝑎, 𝑏, 𝑐)) =
(

𝑏

𝑎
0)



⇒
(

1

0
0)

 ⊗𝜌 (𝑎, 𝑏, 𝑐) =



ℓ2-alexander torsion

Definition

• 𝑋 
why?  

 connected, finite CW-complex

‣ connected: because otherwise 𝜋1(𝑁) is not well-defined (only for (𝑋, ⋅))
‣ finite: finitely many equivariant cells

– equivariant 𝐺-cells: 𝐺/𝐻 × 𝐷𝑛 is glued into the skeleton (𝐻 ◁ 𝐺)
• 𝜋 = 𝜋1(𝑋)
• 𝜑 ∈ 𝐻1(𝑋; ℝ) ≅ {𝜋 →

Grp
ℝ}

• 𝜅 : {𝜋 →
Grp

ℝ} → ℝ>0 → {ℤ𝜋 →
Ring

ℝ𝜋}

𝜅(𝜑, 𝑡)(𝑔) = 𝑡𝜑(𝑔)𝑔

𝜅(𝜑, 𝑡)-twisted ℓ2-chain complex:

𝐶(2)
∗ (𝑋̃; 𝜅) : Chain

wie besser 
aufschreiben? (Hilbert-ModFinGen)

𝐶(2)
∗ (𝑋̃; 𝜅) ≔ ℓ2𝜋

⊗𝜅(𝜑,𝑡)?  
⊗𝜅(𝜑,𝑡) 𝐶∗(𝑋̃)

Definition

• only if 𝐶(2)
∗ (𝑋̃; 𝜅) is of determinant class

• pick 
cellular 

basis?  

cellular basis of 𝑋̃

ℓ2-torsion:

𝜌(2)(𝐶(2)
∗ ) ≔ ∑

𝑛∈ℤ
(−1)𝑛+1 log detℛ︀(𝐺) 𝑑(2)

𝑛

Definition

• only if 𝐶(2)
∗ (𝑋̃; 𝜅) is ℓ2-acylcic (no reduced homology)

was 

bedeutet 

das?  

full ℓ2-Alexander torsion

𝜏 (2)(𝑋, 𝜑)(𝑡) := exp(−𝜌(2)(𝐶(2)
∗ (𝑋̃; 𝜅)))

= exp(− ∑
𝑛∈ℤ

(−1)𝑛+1) log detℛ︀(𝐺) 𝑑(2)
𝑛 )

= exp(∑
𝑛∈ℤ

(−1)𝑛 log detℛ︀(𝐺) 𝑑(2)
𝑛 )

= ∏
𝑛∈ℤ

exp((−1)𝑛 log detℛ︀(𝐺) 𝑑(2)
𝑛 )

= ∏
𝑛∈ℤ

(detℛ︀(𝐺) 𝑑(2)
𝑛 )

(−1)𝑛

= … detℛ︀(𝐺) 𝑑(2)
−4

1
detℛ︀(𝐺) 𝑑(2)

−3

detℛ︀(𝐺) 𝑑(2)
−2

1
detℛ︀(𝐺) 𝑑(2)

−1

detℛ︀(𝐺) 𝑑(2)
0

1
detℛ︀(𝐺) 𝑑(2)

1

detℛ︀(𝐺) 𝑑(2)
2 …

Proposition

• picking another cellular basis

⇒ new 

base change 

matrix?  

base change matrix is 

generalized 

permutaion 

matriy?  
generalized permutaion matriy 𝑃  with entries ±𝑡𝜑(𝑔𝑖)𝑔𝑖

Proposition Fuglede-Kadison determinant of 𝑃  (
stimmt das?  

for 𝑡 ≠ 1 ) is



𝑡𝜑(𝑔1)+…+𝜑(
woher kommt 
hier 𝑘𝑛?  

𝑔𝑘𝑛)

Proposition

• 𝑁  connected, compact irreducible 3-manifold

• #𝜋1(𝑁) = ∞
• 𝜕𝑁  empty or 

consists = 

⋃ 𝕋𝑖  
 consists of incompressible tori 

incompressible 

tori?  Definition

• “twist”

• go from 𝑁̃  to 
are we 

working 

with 

different 

coverings 

now?  

‽ using 𝛾 : 𝜋 →
Grp is 𝐺 ◁ 𝜋? 

currently 
only 
working 
with 
universal 
cover 𝑁̃ , so 
maybe 
work with 
𝑁𝐺?  

𝐺 with

𝜑

𝛾
𝜋 𝐺

ℝ

ℓ2-Alexander torsion

𝜏 (2)(𝑁, 𝛾, 𝜑) = exp(−𝜌(2)(𝐶(2)
∗ (𝑋̃; 𝜅)))

where 𝜅(𝜑, 𝛾, 𝑡)(𝑔) ≔ 𝑡𝜑(𝑔)𝛾(𝑔)
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